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Abstract: - The Artificial Bee Colony (ABC) algorithm is one of most popular stochastic, swarm based 
algorithm proposed by Karaboga in 2005 inspired from the foraging behaviour of honey bees. ABC has been 

applied to solve several problems in various fields and also many researchers have attempted to improve ABC’s 

performance by making some modifications. This paper proposes a new variant of ABC algorithm based on 

rectangular topology structure, namely rectangular topology based Artificial Bee Colony algorithm (RABC). 

RABC significantly improves the original ABC in solving high dimensional optimization problems. In this 

work, RABC algorithm is tested on a set of five benchmark functions. The performance of RABC algorithm is 

compared with original ABC. The simulation results show that the proposed RABC outperforms the original 

ABC in terms of convergence, robustness and solution quality.  
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I. INTRODUCTION 
 Swarm intelligence has become a research interest to many scientists of related fields in recent years. 

The term swarm is used for aggregation of animals like fishes, birds, ants, and bees performing collective 

behaviour. The term swarm intelligence (SI) is defined as the collective behaviour of decentralized and self-

organized swarms [1]. The intelligence of the swarm lies in the networks of interactions between simple agents, 

and between agents and the environment. The examples of swarm are bees swarming around their hive; an ant 

colony is a swarm of ants; a flock of birds is a swarm of birds and crowd is a swarm of people. 

Karaboga proposed the artificial bee colony algorithm (ABC) which is a swarm intelligent algorithm. ABC is 

based up on the food foraging behaviour of honey bees [2]. The ABC algorithm has been widely used in many 

fields, such as data mining, image processing, artificial neural networks, routing etc. [2, 4, 10, 16]. ABC has 

following characteristics which makes it more attractive than other optimization algorithms: 

 It has few control parameters i.e. population size, limit and maximum cycle number [5]. 

 It is simple, flexible and robust [3, 4]. 

 Fast convergence speed. 

 It can easily be hybridized with other optimization algorithms. 

 However, similar to other evolutionary algorithms, ABC also has some drawbacks which   hamper its 

performance. ABC can easily get trapped in the local optima when solving complex multimodal and high 

dimensionality problems [1]. Kennedy [6] theorized that populations with fewer connections might perform better 

on highly multimodal problems, while highly interconnected populations would be better for unimodal problems. 

Hence, this paper applies rectangular topology structure to the ABC. In order to evaluate the performance of RABC, 

we compared the performance of RABC algorithm with that of original ABC on a set of well-known benchmark 

functions. 
 The rest of the paper is organized as follows, in section 2; we will introduce the standard ABC algorithm. 

Section 3 will discuss the rectangular topology structure and rectangular topology implementation of the ABC will 

be presented. Section 4 tests the algorithms on the benchmark functions and the results obtained are presented and 

discussed. Finally conclusion is given in section 5. 

 

II. STANDARD ABC ALGORITHM 
 The ABC algorithm is a swarm based, meta-heuristic algorithm based on the foraging behaviour of 

honey bee colonies [2]. The artificial bee colony contains three groups: scouts, onlooker bees and employed 

bees. The bee carrying out random search is known as scout. The bee which is going to the food source which is 
visited by it previously is employed bee. The bee waiting on the dance area is an onlooker bee.  The onlooker 

bee with scout also called unemployed bee [5]. 

In the ABC algorithm, the collective intelligence searching model of artificial bee colony consists of three 

essential components:  

 employed bees  
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 unemployed foraging bees 

 Food sources.  

 The employed and unemployed bees search for the rich food sources around the hive. The employed 

bees store the food source information and share the information with onlooker bees. The number of food 

sources is equal to the number of employed bees and also equal to the number of onlooker bees. Employed bees 

whose solutions cannot be improved through a predetermined number of trials (that is “limit”) become scouts 
and their solutions are abandoned [5]. Analogously in the optimization context, the number of food sources in 

ABC algorithm represents the number of solutions in the population. The position of a good food source 

indicates the position of a promising solution to the optimization problem and the quality of nectar of a food 

source represents the fitness cost of the associated solution. 

 

2.1 Procedure of ABC 

The ABC consists of four main phases: 

Initialization Phase: 

 The food sources, whose population size is SN, are randomly generated by scout bees. Each food 

source, represented by xm is an input vector to the optimization problem, xm has D variables and D is the 

dimension of searching space of the objective function to be optimized. The initial food sources are randomly 

produced via the expression (1). 

    …………. (i) 

Where ui and li are the upper and lower bound of the solution space of objective function, rand (0, 1) is a 

random number within the range [0, 1]. 

Employed Bee Phase:  

 Employed bee flies to a food source and finds a new food source within the neighbourhood of the 

food source. The higher quantity food source is memorized by the employed bees. The food source information 

stored by employed bee will be shared with onlooker bees. A neighbour food source vmi   is determined and 

calculated by the following equation (2) 

            ………. (ii) 

 Where i is a randomly selected parameter index,  xk  is a randomly selected food source, ϕmi  is a 

random number within the range [-1,1]. The range of this parameter can make an appropriate adjustment on 

specific issues. 

The fitness of food sources is essential in order to find the global optimal. The fitness is calculated by the 

following formula (3), after that a greedy selection is applied between xm and vm. 
 

) =   éééé..é (iii) 

Where fm(xm) is the objective function value of xm. 

Onlooker Bee Phase:  

 Onlooker bees calculates the profitability of food sources by observing the waggle dance in the dance 

area and then select a higher food source randomly. After that onlooker bees carry out randomly search in the 

neighbourhood of food source. The quantity of a food source is evaluated by its profitability and the 

profitability of all food sources. Pm is determined by the formula 

 ………….(iv) 

Where fitm ( xm ) is the fitness of xm. 

Onlooker bees search the neighbourhood of food source according to the expression (5) 

      …………… (v) 
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Scout Phase:  

 If the profitability of food source cannot be improved and the times of unchanged greater than the 

predetermined number of trials, which called "limit", the solutions will be abandoned by scout bees. Then, the 

new solutions are randomly searched by the scout bees. The new solution xm will be discovered by the scout 

by using the expression (6) 

      …….  (vi) 

rand (0,1) is a random number within the range [0,1], ui and li are the upper and lower bound of the solution 

space of objective function. 

 

III. RECTANGULAR TOPOLOGY STRUCTURE BASED ABC 
 The communication between the individual agents is the main force behind the swarm algorithm 

activity. The individuals of the swarm will share their knowledge with other individuals and the flow of 
information between the individuals depends upon the topology used. Different neighbourhood topologies will 

select different individuals for information sharing. Hence, different neighbourhood topologies primarily affect 

the communication abilities. Previous investigation within the particle swarm paradigm had found that the effect 

of population topology interacted with the function being optimized. Some kinds of populations worked well on 

some functions, while other kinds worked better on other functions. Kennedy [6] theorized that populations with 

fewer connections might perform better on highly multimodal problems, while highly interconnected 

populations would be better for unimodal problems [6]. Original ABC algorithm uses a star topology structure, 

which results in a highly interconnected population. But according to Kennedy, star topology is not good for 

highly multimodal problems. That’s why we will apply a rectangular lattice topology which has fewer 

connections with its neighbours as compared to star topology. 

In rectangular topology structure, an individual can communicate with four of its neighbours. Representation of 
rectangular topology and star topology is shown in fig. 2. 

                
 Fig. 2. the rectangular lattice topology is shown on the left and the star topology is shown on the right 

In order to form the rectangular topology structure for M particles, we adopt a below approach: 

A)  Arrange the M particles in two dimensional matrix, that is M= rows*cols 

B)  For the particle,  

a)   1st neighbour ( N1st ) = (i-cols) mod M, if N
1st = 0, then N

1st = M 

b)   2nd neighbour ( N2nd ) = (i + cols) mod M, if N
2nd  = 0, N

2nd  = M 

c)   3rd neighbour ( N3rd )  = i-1, if (i-1) mod cols = 0, N
3rd = i–1+cols. 

d)   4th neighbour ( N
4th 

) = i+1, if i mod cols = 0, N4th = i+1-cols. 

In the proposed algorithm, in the employed bee’s phase, we use rectangular topology.  In the equation (1), k 

could only be the 1st, 2nd, 3rd or 4 t h  neighbour of particle i. However in the onlooker bee’s phase, we 

don’t change the original ABC algorithm. This will improve the convergence process. 
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IV. EXPERIMENTS 
4.1 Benchmark Functions: 

In order to compare the performance of proposed ABC algorithm with ABC, we used a set of five well known 

benchmark functions. These functions are listed as follows: 
Sphere function: 

 

 
Griewank Function: 

 

 
Rastrigin function: 

 

 
Rosenbrock function: 

 

 
Schwefel function: 

 

 
4.2 Simulation results: 

 In the experiment, all the functions are tested on 100 dimensions and the population size was 100. The 
maximum number of cycle was 1000. The number of onlooker bees and employed bees was half of the 

population size. The number of scout bees was selected at most one for each cycle. The mean of the functions 

values found in 30 runs are presented in table 1. 

 

Table 1 results obtained by ABC and RABC 

Function           Statistic        ABC                     RABC 

Sphere               mean          7.07666             0.000216354 

Griewank          mean          0.953976               0.038093 

Rosenbrock       mean          8237.68                 158.428 

Schwefel           mean          7302.69                 6451.49 

Rastrigin           mean          131.212                 59.6629 

 

 From table 1, the RABC algorithm is better than the ABC on all functions. However, ABC algorithm is 

easy trapped in local optimum, so the average value is worse than RABC algorithm. This means that the ability 

of RABC to get rid of local minima is very strong. 

 In order to show the performance of RABC algorithm more clearly, the graphical representation of the 

results in table 1 are reproduced in figures 1-5. From the figures, we are concluded that the speed of 

convergence of RABC is much faster than ABC algorithm on all functions. 
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Fig 3. ABC and RABC algorithms convergence performance on sphere function 

 
Fig 4. ABC and RABC algorithms convergence performance on Griewank function 

 
Fig 5. ABC and RABC algorithms convergence performance on Rosenbrock function 

 
Fig 6. ABC and RABC algorithms convergence performance on Schwefel function 
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Fig 7. ABC and RABC algorithms convergence performance on Rastrigin function 

 

V. CONCLUSION 
 This paper presented a rectangular topology based ABC algorithm (RABC). This resulted in a 

significant improvement in the performance of algorithm in terms of convergence, robustness and solution 

quality. In order to demonstrate the performance of RABC algorithm, we compared the performance of RABC 

with original ABC on a set of five well known benchmark functions. From the results found, it is concluded that 

the RABC has the ability to get rid of local minima and attain the global optimum; moreover it definitely 

outperforms the original ABC algorithm. 
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